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Media literacy (NAMLE definition)

Media literacy people to be both and
creative of an increasingly wide range of messages using
image, language, and sound. It is the skillful application of literacy
skills to media and technology messages. As communication
technologies transform society, they impact our understanding of
ourselves, our communities, and our diverse cultures, making media

literacy an essential life skill for the 21st century.



Social justice

= having access to 2/ aspects of society



#1 What’s in a word

Fill in each blank with a word or phrase that completes the
sentence about equity in education in a way that makes sense to
you.

(1) individually, (2) with a partner, (3) as a group

All children are capable of , but we
cannot expect all students to when
far too many are




#1 What’s in a word

1 Invisible/implicit bias.

= Can easily be replicated with any other text.

= Conversation about the power of our words.

= Opportunity for self-reflection (How do we express ourselves?).

https://www.edsurge.com/news/2019-09-04-evervone-has-invisible-bias-this-lesson-shows-st
udents-how-to-recognize-it



https://www.edsurge.com/news/2019-09-04-everyone-has-invisible-bias-this-lesson-shows-students-how-to-recognize-it
https://www.edsurge.com/news/2019-09-04-everyone-has-invisible-bias-this-lesson-shows-students-how-to-recognize-it

#2 Navigating data worlds

Which parts of our body generate data?




#2 Navigating data worlds

[ (Why) should we be concerned
about this?

Big data can be used:

*to better market products to
us;

* to inform algorithmic
decision-making.

0 Critical data literacy




#2 Navigating data worlds

How do algorithms see images?

1)

Select a photo that includes a person, and
write down adjectives and nouns to
describe what you see in the image.

Now upload the image to the OpenTag
software (https://bit.ly/3LZ3L49) and see
how Al sees the image you selected.

What was similar and different in the
descriptive words? Did something surprise
you? Do you think the algorithm sees things
differently?

SCAN ME



https://bit.ly/3LZ3L49
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€he New York Eimes

#2 Navigating data words ;

Facebook Apologizes After A.l. Puts
‘Primates’ Label on Video of Black
Men

Facebook called it “an unacceptable error.” The company has
struggled with other issues related to race.

[ Algorithmic bias

https://www.nyvtimes.com/2021/09/03/technology
/facebook-ai-race-primates.html



https://www.nytimes.com/2021/09/03/technology/facebook-ai-race-primates.html
https://www.nytimes.com/2021/09/03/technology/facebook-ai-race-primates.html

#2 Navigating data worlds

https://www.theguardian.com/technology/2020/se

p/21/twitter-apologises-for-racist-image-cropping-
algorithm

Twitter apologises for 'racist’ image-
cropping algorithm

Users highlight examples of feature automatically focusing on
white faces over black ones

O Twitter users began to spot flaws in the feature over the weekend. Photograph: Glenn
Chapman/AFP/Getty Images


https://www.theguardian.com/technology/2020/sep/21/twitter-apologises-for-racist-image-cropping-algorithm
https://www.theguardian.com/technology/2020/sep/21/twitter-apologises-for-racist-image-cropping-algorithm
https://www.theguardian.com/technology/2020/sep/21/twitter-apologises-for-racist-image-cropping-algorithm

#2 Navigating data
worlds

* What do you know about
data?

http://medialearn.mediawhat.org/en/lesso

ns/what-do-you-know-about-data

* Who does the algorithm
think I am?

http://medialearn.mediawhat.org/en/lesso

ns/who-does-the-algorithm-think-i-am

EDV/ learn (e B E3

Citizenship

Who Does The Algorithm Think I Am?

“‘ mediawhat


http://medialearn.mediawhat.org/en/lessons/what-do-you-know-about-data
http://medialearn.mediawhat.org/en/lessons/what-do-you-know-about-data
http://medialearn.mediawhat.org/en/lessons/who-does-the-algorithm-think-i-am
http://medialearn.mediawhat.org/en/lessons/who-does-the-algorithm-think-i-am

@NEWS VIDEO LIVE SHOWS CORONAVIRUS JAN. 6 RIOT

"After close review of recent Tweets from the @realDonaldTrump account
and the context around them -- specifically how they are being received
and interpreted on and off Twitter -- we have permanently suspended the
account due to the risk of further incitement of violence," Twitter wrote in a
statement.

H3 Lea ring to dlffer https://abcnews.go.com/Politics/twitter-permanently-suspends-don
ald-trumps-account/story?id=75143546



https://abcnews.go.com/Politics/twitter-permanently-suspends-donald-trumps-account/story?id=75143546
https://abcnews.go.com/Politics/twitter-permanently-suspends-donald-trumps-account/story?id=75143546

#3 Learning to differ

https://ec.europa.eu/commission/presscorner/detail/en/ip 22 2545

Press release | 23 April 2022 | Brussels

Digital Services Act: Commission welcomes political

agreement on rules ensuring a safe and accountable online
environment

FAgBEonlont The Commission welcomes the swift political agreement reached today

Top between the European Parliament and EU Member States on the
Print friendly pdf proposal on the Digital Services Act (DSA), proposed by the

Press contact Commission in December 2020. The DSA sets out an unprecedented
new standard for the accountability of online platforms regarding illegal
and harmful content. It will provide better protection for internet users
and their fundamental rights, as well as define a single set of rules in the

internal market, helping smaller platforms to scale up.


https://ec.europa.eu/commission/presscorner/detail/en/ip_22_2545




Who should decide what is allowed on
social media?

is important. Social media can’t take action
against what users post.

make the social media content. So it is best that the
users intervene when they think someone has gone too far.

can decide what is and isn’t allowed. The
government can encourage them to protect certain boundaries.

D. There are boundaries to what you can say and do. It is up to
to protect those boundaries, also on social media.



Who should decide what is allowed on
social media?

[ Team up in four groups!

[ You receive a piece of paper with one of the points of view. Look for
arguments for 2 minutes and then hand the piece of paper over to the next

team.
[ Now add arguments for the next point of view. You get 1 minute.

[ Repeat till you have written arguments for each point of view and you have
received the first point of view again.

[ Have a look at the list of arguments and summarise them.



Who should decide what is
allowed on social media?

What do you think?
[ Corner A, B, C, D.

Can we find a solution that is good for
everyone?




3 Learning to differ

0 Polarisation

EDUBOX Wij-zij-denken. Leren
van mening verschillen
(Mediawijs)

https://www.mediawijs.be/nl/tools/edub
ox-Wij-zij-denken

) mediawijs

ooooooooo

EDUbox Wij-zij-
denken

Over sommige onderwerpen lopen de spanningen hoog op. Het lijkt
dan alsof je alleen een kamp ‘voor’ en een kamp ‘tegen’ hebt. Als
leerkracht vermijd je zulke thema’s misschien omdat ze te gevoelig

liggen. De EDUbox Wij-zij-denken laat jongeren in de klas oefenen in

het omgaan met meningsverschillen.

Voor leerlingen uit de 3e graad secundair onderwijs.



https://www.mediawijs.be/nl/tools/edubox-wij-zij-denken
https://www.mediawijs.be/nl/tools/edubox-wij-zij-denken

4 Resources

|| Digital citizenship: Get Digital lesson plans (Facebook)
https://www.facebook.com/fbgetdigital/educators

| Climate change and environmental justice: publications, lessons,
podcasts... (UCLA)

https://guides.library.ucla.edu/educ466/climate

[l Media literacy education: lesson plans (National Council of Teachers
of English)

https://www.readwritethink.org/collections/media-literacy



https://www.facebook.com/fbgetdigital/educators
https://guides.library.ucla.edu/educ466/climate
https://www.readwritethink.org/collections/media-literacy

Let’s stay connected!

= Annelene Timmermans FElG@®H
annelene timmermans@hotmail.com

(Saturday 4 and 18 June 2022, Zoom)
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